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Abstract:

Introduction

Estimates of population change derived from the North American Breeding Bird Survey form the foundation of avian conservation in North America. The Canadian Wildlife Service (CWS, a division of Environment and Climate Change Canada) and the United States Geological Survey (USGS) produce national and regional status and trend estimates for 300-400 species of birds (Smith et al. 2019, Sauer et al. 2015). These estimates are derived from models designed to account for some of the sampling imperfections inherent to an international, long-term field survey, such as variations in which sites or routes are surveyed in a given year and variability among observers (Sauer and Link 2011, Smith et al. 2014). Producing these estimates requires significant analytical expertise, time, and computing resources, but the estimates are an invaluable resource that are used by many conservation organizations and researchers to visualize, analyze, and assess the population status of over 400 species of birds (e.g., Saracco et al. 2008, NABCI Canada 2019, NABCI U.S. 2014, Rosenberg et al. 2019, Stanton et al. 2019, Downes et al. 2017).

While the estimates of status and trend produced by the USGS and CWS are used for many different purposes, not all uses of the estimates are equally well supported by the standard models. Different conservation-based uses of the BBS status and trend estimates relate to different aspects of population change, including long-term trends, short-term trends, changes in population trends, or annual fluctuations, and no single model can estimate all parameters equally well (). This is not a criticism of the standard model; it is true of any model. For example, the standard models use slope-parameters and random year-effects in a hierarchical Bayesian framework (Sauer and Link 2011, Smith et al. 2014) to estimate population change. These slope and year-effects are well suited to estimating annual fluctuations around a long-term change, but the model tends to be conservative when it comes to estimating changes in a species’ population trend, or population cycles (Fewster et al. 2000, Smith et al. 2015, Amano et al. 2012). Similarly, short-term trends (e.g., the last 10-years of the time-series) derived from the standard models incorporate information from the entire time-series (i.e., the slope component of the model). This is a reasonable and useful assumption for data-sparse species and regions, which guards against extreme and imprecise fluctuations in short-term trends. However, for assessing changes in trends of a once-declining species (e.g., recovery of a species at risk), this feature of the model is problematic.

GAMs provide a flexible framework for tracking changes in populations over time, without any assumptions about a particular pattern in population change (Fewster et al., 2000, Knape 2016). The semi-parametric smooths are able to fit almost any shape of population trajectory, including stable populations, constant rates of increase or decrease, cycles of varying frequency and amplitude, or abrupt change points in population trends (Wood 2017). In addition, the addition of contemporary data has little or no influence on estimates of population change in the earlier portions of the time-series. By contrast, the slope parameter in the standard models estimates a constant rate of population change across the entire time-series, effectively assuming that there is some consistent rate of change. As a result, estimates of the rate of a species population change in the early portion of the time series (e.g., during the 1970s or 80s) will change as new data are added in response to contemporary data and recent rates of population change. The random walk structure of a first-difference model (Link et al. 2017) assumes that the population in each year is similar to the population in the previous year—a biologically reasonable assumption—but if data are sparse in a given region and year, the population trends are shrunk towards zero (i.e., effectively assuming a stable population).

GAMs also provide a useful framework for sharing information on the shape and rate of population change across a species range. The GAM smoothing parameters can be estimated as random effects within geographic strata, thus allowing the model to share information on the shape of a species population trajectory across sub-regions of a species range. In the terminology of Pedersen et al. 2019, this hierarchical structure on the GAM parameters would make our model a “HGAM” (Hierarchical Generalized Additive Model). However, it is also includes random effects for parameters not included in the smooth and could therefore be referred to as a GAMM (Generalized Additive Mixed Model), in the terminology of Wood 2017. In the standard model, the slope parameters can be estimated as random effects and share information among strata, which improves estimates of trend for relatively data-sparse regions (Link et al. 2017, Smith et al. 2019). Although recent work has shown that the standard model is, for many species, out-performed by a first-difference model (Link et al. 2019), the population change components of the first-difference model (Link et al. 2017), include no way to share information on population change in space and so population trajectories are estimated independently among strata.

The inherently smooth temporal patterns generated by GAMs are well suited to particularly common conservation uses, such as assessments of trends in populations from any portion of a time-series as well as assessments of the rate of change in the trends over time. For example, the population trend criteria of the IUCN or COSEWIC assessments for endangered or threatened species, are based on rates of change over 3 generations. For most bird species monitored by the BBS, this 3-generation time is approximately 10-years and so short-term trends are generally used. Because of the annual fluctuations estimated by the standard model, these short-term trends can fluctuate from year to year, greatly complicating the quantitative assessment of a species trend in comparison to the regulatory thresholds. Species trends may surpass the threshold in one year, but not in the next. The same end-point comparisons on estimates from a GAM will change much more gradually over time, and be much less dependent on the particular year in which a species was assessed.

In this paper, we describe a status and trend model that uses a hierarchical GAM, smoothing function to estimate the population status of birds using data from the BBS. This model allows for the sharing of information about a species’ population trajectory among geographic strata and for the decomposition of long- and medium-term population changes from annual fluctuations. We also compare the fit of the GAM, and a version that also includes random year-effects, to the fit of the standard BBS status and trend model (Sauer and Link 2011, Smith et al. 2015, and Smith et al. 2019) as well as the fit of a first-difference model where trajectory is modeled as a random walk from year-1 (Link and Sauer 2015, Link and Sauer 2019).

Methods

Overview

We designed a hierarchical Bayesian model for estimating status and trends from the North American Breeding Bird Survey (BBS) that uses a Generalized Additive Model (GAM) smooth to estimate the medium- and long-term temporal components of a species population trajectory. In the model, the stratum-level GAM smooths are treated as random-effects, so that information is shared on the shape of a species’ population trajectory among sub-regions of the species’ range (an alternative parameterization to the “GS” model in Pedersen et al. 2019). We applied two versions of the GAM: one in which the GAM smooth provided the only parameters modeling changes in abundance over time (GAM), and another in which random year effects were also estimated to allow for single-year deviations from the GAM smooth (GAMYE).

Using the BBS data for a selection of species, we compared estimates and predictive accuracy of our two models using the GAM smooth, against two alternative models that have been used to analyze the BBS. The four statistical models differed only in the parameters used to model changes in species relative abundance over time. We used k-fold cross validation to estimate the Bayesian Predictive Information Criterion (BPIC, a measure of out-of-sample predictive success; Link and Sauer 2015) for each of the models. We compared overall BPIC values among the models, and we explored the spatial and temporal variation in predictive accuracy in depth.

Bayesian hierarchical GAM

We based the GAM, and all of the other models used here, on the model described in Sauer and Link (2011), varying only the components that model change in populations over time. All of the models here have the same basic structure:
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For the simpler of the two models that use the GAM smooth, the temporal component was estimated as a semi-parametric smooth, estimated following Crainiceanu et al (2005).
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The mean smoothing parameters () are themselves estimated as normally distributed random effects with a mean of zero, and variance controlling the shrinkage towards a first-degree polynomial (i.e., a line). These variance parameters () control the complexity penalty of the smooths and the variation in complexity among strata (Crainiceanu et al. 2005).
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Here, we have used 13 knots ( = 13), across the 53 year time-series of the BBS (1966-2018), the default setting in the R-package bbsBayes is to add one knot for every 4 years in the time-series. With this number of knots, we have found that the 53-year trajectories are sufficiently flexible to capture all but the shortest-term variation (i.e., long- and medium-term variation but not annual fluctuations). We have explored models with more knots (up to 20), but the estimated trajectories from those models were almost indistinguishable from those presented here. We set the knots at even intervals along the time-series.

Prior distributions on the variance components of the GAM-coefficients, were set following advice in Crainiceanu et al (2005) and Gelman (2006), as follows:

We also compared a version of the GAM that included year effects to model single-year departures from the smoothed trajectory (conceptually similar to the model described in Knape 2016, and hereafter referred to as the GAMYE). The GAMYE was identical to the GAM, with the addition of random year effects () estimated following Sauer and Link (2011) and Smith et al. (2015), as normally distributed, random effects with mean 0 and stratum-specific variances![](data:image/x-wmf;base64,183GmgAAAAAAAIACgAICCQAAAAATXgEACQAAA/oBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAoACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AAgAANQIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABQgn11gAGBdeUhZm4EAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAgMCsQEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYAFCCfXWAAYF15SFmbgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACx5vAEFAAAAFAIDAuwBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMjZGABQgn11gAGBdeUhZm4EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABpebwBBQAAABQCAwIkARwAAAD7AiL/AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1ixcKHRCKMQDI2RgAUIJ9dYABgXXlIWZuBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAZ3m8AQUAAAAUAqABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdZUiCg/QiTEAyNkYAFCCfXWAAYF15SFmbgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHN5AAOPAAAAJgYPABMBQXBwc01GQ0MBAOwAAADsAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBITDA3MDAB0AAAsBAAIEhLMDZwIAgiwAAgCDaQAAAQACAIgyAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbuUhZm4AAAoAOACKAQAAAAABAAAA+OMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

Adding the year-effects to the GAM structure, allowed us to decompose the estimated population trajectory into long- and medium-term changes using the GAM smooths and local annual fluctuations using the year-effects. We suggest that this is a useful feature of this model for many conservation-applications, because it allows us to estimate trends and trajectories that either include the effects of the annual fluctuations or that remove these annual fluctuations.

Alternative models

For a selection of species, we compared the predictions and predictive accuracy of the two GAMs against two alternative models previously used for the BBS. The SLOPE model includes a log-linear slope parameter and random year-effects to model species trajectories. It is a linear-trend model similar to the ones that are currently used by both the Canadian Wildlife Service (CWS, Smith et al. 2014) and the United States Geological Survey (USGS, Sauer et al. 2017) as an omnibus model to supply status and trend estimates from the BBS (essentially the same as model SH in Link et al 2017)

Secondly, the first-difference year effect model (DIFFERENCE) described in Link and Sauer (2015) and referred to as model DH in Link and Sauer (2017)

The DIFFERENCE model includes year-effects that follow a random walk from the first-year of the time-series, by modeling the first-order differences between years as random effects with mean zero and an estimated variance.

All four of our models share the same suite of parameters that account for variations in relative abundance among strata and among observer-route combinations, as well as the parameters that account for overdispersion and the effect of an observer’s first year of survey on a route. These effects were modeled using the same parameterization and with the same prior distributions as in Sauer and Link 2017, and for Smith et al. 2019.

All analyses in this paper were conducted in R (R Core Team, 2019), using JAGS to implement the Bayesian analyses (Plummer 2003). The graphs relied heavily on the package ggplot2 (Wickham 2016). BUGS-language descriptions of the GAM and GAMYE, as well as all the code and data used to produce the analyses in this study are archived online (). In addition, all of the models used here can be applied to the BBS data using the R-package “bbsBayes” currently available on GitHub.

Cross-validation

We used a temporally and spatially stratified, k-fold cross-validation with k = 15, where we held-out random sets of counts, stratified across all years and strata so that each of the 15-folds included some observations from every combination of strata and years. We chose this approach over a leave-one-out approach using a random subset of counts (e.g., Link et al. 2019), because we wanted to assess the predictive success across all counts in the dataset, and because we wanted to explore the temporal and spatial patterns in predictive success. We followed the same procedure outlined in Link et al. 2017 to implement the cross-validation in a parallel computing environment, using the R-packages parallel and foreach. We did not calculate WAIC because previous work has shown that WAIC does not approximate loocv well for the BBS data (Link et al. 2017).

We used the Bayesian Predictive Information Criterion (BPIC) to compare the out-of-sample predictive error among our four models (Link et al. 2019). BPIC is the sum of the log posterior probabilities of each observation when the observations are held-out from the data used to fit the model. Following Link et al. 2019, we report BPIC values directly (i.e., we have not multiplied them by -2), so that larger values indicate better predictive success.

We summarized the count-level BPIC values (i.e., observation-level prediction error estimates for every count in the dataset), and summarized these BPIC values in multiple ways to explore the temporal and spatial patterns in support of different models, as well as the relative influence of different kinds of counts (Table X). We also analysed the count-level BPIC values using additional hierarchical Bayesian models that accounted for the posterior variance of each BPIC value to compare the predictive success among models, years, and geographic strata. These models treated the posterior median BPIC for each count as random variates drawn from a normal distribution with a mean and a precision given by the inverse of the posterior variance of the BPIC values. This model therefore accounted for the precision of the BPIC calculation for each count in the dataset, which we suggest is an improvement over the Z-score, paired t-test approach of Link and Sauer 2019, because it will downweight the influence of a handful of extremely poorly predicted counts. For example, Figure X shows the extremely non-normal distribution of the BPIC scores for Barn Swallow.

|  |  |  |
| --- | --- | --- |
| Summary level | Description | Rationale |
| Overall | Summarized across all data-points | Overall comparisons of predictive error among models |
| Strata | Strata-level summaries | Spatial comparisons, looking for variation in predictive error related to variation in sample sizes among strata, variation in species mean abundance, and variation across species’ range |
| Yearly | Summaries for:  each year;  first-five years;  last-five years; and  across the first- and last-five years. | Temporal comparisons, looking for variation in predictive error across the time-series, as well as variation specifically related to the end-points of the time-series, which are particularly relevant for long-term trend estimates. |

Trend estimates and their variability in space and time

We compared trends estimated from all models at the survey-wide and stratum-levels for their magnitude, precision, variation among strata, and variation among years. For all models, we used the same definition of trend following Sauer and Link (2011) and Smith et al. 2015, an interval-specific geometric mean of proportional changes in population size, expressed as a percentage. So the trend estimate for the interval from year a () through year b () is

where represents the annual index of abundance in a given year (see below). Because this estimate of trend only considers the annual abundance estimates in the years at either end of the trend period, we refer to this estimate as an end-point trend. For the GAMYE model, we decomposed the trajectory (i.e., the series of annual indices of abundance) into long- and medium-term components represented by the GAM smooth and annual fluctuations represented by the random year-effects. This decomposition allowed us to estimate two kinds of trend estimates: that include all aspects of the trajectory, and that removes the annual fluctuations, including only the GAM smooth components.

Annual indices for all the models here were calculated following Smith et al. 2019, which is conceptually similar to the approach described in Sauer and Link 2011 and Smith et al. 2015, with one small variation. Instead of using a retransformation factor that assumes a normal distribution of observer-route effects to re-scale the annual indices, we generated count scale predictions for every observer-route in a given stratum and averaged across the collection of predictions. More precisely, in the standard approach described in Sauer and Link 2011, the annual indices in a given year t and stratum i () are exponentiated sums of the relevant components of the model (). These components include the stratum-level intercepts and all of the parameters that estimate the time-series (i.e., the slopes, year-effects and GAM smooths), plus two variance components that account for the asymmetric retransformation from the log-scale parameters to the count-scale annual indices (). The variance component associated with the observer-route effects () is problematic, because it assumes that a global estimate of variance among observers and routes represents the true observer-route variance within each stratum equally well, and it assumes that the distribution of the estimated observer-route effects is approximately normal (Duan 1983). For many species, one or both of these two assumptions are not well supported and as a result, annual indices for some species and regions are over-estimated (Smith et al. 2015).

we calculated the annual indices as follows:

So that instead of relying on the half-variance, log-normal re-scaling factor (), we averaged count-scale predictions across all of the observer-routes j in the set of observer-route combinations in stratum i (). The conceptual difference is that values represent mean expected counts from among the existing collection of observer routes in a given stratum. In contrast, the values (i.e.,the standard approach) represent the mean expected count from a hypothetical new observer-route combination. However, because the variance of the observer-route effects () is not specific to the stratum, the hypothetical new observer-route is not necessarily a route from within the relevant stratum. The practical effect of this difference is that the annual indices calculated here, more closely reflect the observed average counts on BBS routes in a given stratum. Therefore, the stratum’s contribution to the overall trajectory and trend estimate better reflects the observed relative abundance of the species in that stratum. In the R-package bbsBayes, both versions of N are available for all of the models, but the approach is the default. To our knowledge, the variance component that relates to the count-level extra-Poisson variance () better meets the necessary assumptions, although the specific re-scaling factor used to reflect the t-distribution of the error is an area of ongoing research (Link et al. 2019).

For the GAMYE model, we calculated two versions of the species trajectory (): one which included the annual variation in the trajectory,

and a second which excluded the annual variations and only included the smoothing components of the GAM to estimate the time-series.

We calculated population trajectories and trends from the GAMYE model using both sets of annual indices ( and ). When comparing predictions against the other models, we use the values to plot and compare the population trajectories, and the values to calculate the trends. In the R-package bbsBayes, both versions of the population trajectories are available for the GAMYE model, but the approach is the default.

Results

GAM trends

The GAM and GAMYE models generate trajectories that are more likely to vary in the medium- and long-term.

Trajectories vary a great deal among the strata, but are generally similar to the continental means. For data-sparse species, there is more similarity among the strata in the trajectories.

The smooth trajectories are very similar between the GAM and GAMYE.

The decomposed trajectories from the GAMYE allow us to calculate trends from the smooth and plot trajectories that show the annual fluctuations.

Trends from the smooth components are generally more stable from year-year than other trends.

Cross-validation

Out-perform the standard model in all cases here.

Similar to the difference model. The survey-wide population trajectories for the GAMYE models are very similar to trajectories from the DIFFERENCE model. Trajectories from the GAM, follow the overall pattern of the GAMYE and are generally similar to the DIFFERENCE model, but show effectively no annual fluctuations. Trajectories from all four models are very similar in the latter half of the time-series when there are more data, but less similar in the earlier portion of the time-series when there are fewer data (Figure 1 [panel of 4 species plots with continental trajectories]). The overall cross-validation results suggest that the GAMYE and the DIFFERENCE models are comparable in their prediction accuracy, at least for these species, and outperformed both of the other models.

Do better in years and regions with sparse data?

Best model varies by region and year.

Figures

GAM trajectories – continental index, continental mean Betas… some regional estimates, plotted against the observed mean counts and the number of counts.

Annual variation in trend estimates from the different models…

Model comparisons

Trajectories for all 4 models

Trajectories of BPIC or Vj

Maps of best model

Plots of BPIC vs count-value

Discussion

This model provides useful estimates of population trajectories and trends with comparable out of sample predictive accuracy as other models.

Predictive accuracy varies in space and time.

Predictive accuracy is not the only consideration, given that even among models with comparable BPIC, estimates of trend and trajectory were different in ways with implications for conservation.

The smoothed GAM components are particularly useful for many conservation-relevant uses. Intermediate trends, short-term trends that don’t fluctuate from year-year, short-term trends that are not influenced by the long-term trend.

We recommend the GAM-ye model for status and trend analyses, where the trend components are derived from the smooth and two estimates of trajectories can be used to examine the intermediate and long-term patterns, and the year-effects can be added to examine annual fluctuations.

There are alternative measures of trend that integrate information from all annual indices in a given trend period, such as the slope of a log-linear regression through the estimated annual indices (e.g., PIF trend estimates). However this end-point trend estimate is useful because it can be derived for any two points within the time-series and it is a derived parameter that is simple to calculate using estimates from any of the models presented here.

This decomposition serves a practical purpose in that it allows for estimates of population change and population status that exclude the annual fluctuations (Knape 2016). Excluding the annual fluctuations makes short- and medium-term trend estimates more stable between successive years and is therefore particularly useful for conservation status assessments such as population-trend criteria used in the IUCN red-listing and COSEWIC species at risk assesments. For both of these assessments, population declines beyond a particular threshold trigger large investments of resources related to policy and conservation actions, and so if the rate of population decline is strongly dependent on the particular year in which a species is assessed there is an increased risk of inefficient investments of those resources.

The model can be accessed
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